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Chapter 24
Multiple Contraction Revisited

Wolfgang Spohn

24.1 Introduction

Belief revision theory studies three kinds of doxastic movements: expansions,
revisions, and contractions. Expansions and revisions are about learning or acquiring
new beliefs. Expansion is the unproblematic case where the new belief 1s consistent
with the old ones and can hence be added without further ado. Revision is the prob-
lematic case where the new belief 1s inconsistent with the old ones and can hence be
accepted only when some of the old beliefs are given up; the problem 1s to find rules
for this process. Contractions are directly about giving up beliefs without adding
new ones. If we require beliefs to be deductively closed, this is problematic, since
we cannot simply delete the belief in question; the remaining beliefs would entail it
in turn. So, again the problem 1s to find rules for this process.

There 1s an argument over the priority of these doxastic movements. As I have
presented them, revision seemed to be a composite process, a contraction followed
by an expanston. This view is championed by Isaac Levi, e.g., in Levi (2004). Others
wonder how there can be genuine contractions; even for giving up beliefs you need
to get a reason, 1.e., to learn something. There is no need to decide the argument.
I think there are good reasons for taking revisions and contractions to be on a par,
firmly connected by Levi’s and by Harper’'s identity (cf., e.g., Girdenfors 1988,
sect. 3.6). This paper will be mainly about contractions and mention revisions only
supplementarily.

[ believe that the three movements are dealt with by the well-known AGM theory
(Alchourrén et al. 1985; Gardenfors 1988) in a completely satisfactory way; I shall
state my main reason below. Of course, there 1s a big argument over the adequacy
of the AGM postulates for revision and contraction; sce, €.g., the many alternative
postulates in Rott (2001, ch. 4). However, let us be content here with the standard
AGM thcory.
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Still, there are problems the standard theory cannot cope with. One kind of
problem concerns the rules for making several movements. I state this so vaguely,
because the problem takes at least two forms. The main form is the problem of ir-
eration first raised in Spohn (1983, ch. 5). How should you revise or contract your
beliefs scveral times? What are the rules for doing so? Some iterative postulates
seem accepted, some are contested (see the overview in Rott 2009), and the 1ssue is
stifl very much under dispute.

A minor form is a problem first discussed by Fuhrmann (1988); it 1s about multi-
ple contraction, as he called it. There the issue is lo give up several beliefs not one
after the other, but at once. This is a relevant issue. Suppose you read a newspaper
article, and you accept all details of its surprising story. In the next issue, the journal-
ist apologizes; the article was a 1st April’s joke, a make-believe {rom the beginning
to the end. In this way, it is not uncommon that several of your beliefs at once turn
our not to be maintainable.

In fact, Fuhrmann and Hansson (1994) distinguish two forms of multiple con-
traction. The contraction of a set {4, ..., A} of beliefs may take the form of
choice contraction where you are requested to give up at least one of the beliefs
Ay, ..., A,. This form is probably uninteresting; in any case 1t has a simple so-
lution: the request is the same as that for a single contraction of the conjunction of
Ai, ..., Ap;if you give up the conjunction, you have to give up at least one of the
conjuncts. Hence, this case is covered by standard AGM contraction.

The other form is what they call package contraction where you are indeed asked
to give up all the beliefs A}, ..., A,, as it was in my example above. Now the
answer is not obvious at all; we shall see below why the obvious attempts are 1nad-
equate. In fact, as far as I know, the problem has not found a satisfactory solution.
Fuhrmann and Hansson (1994) propose some axioms partially characterizing pack-
age contraction, but they arc quite tentative about these axioms and apparently not
satisfied. Fuhrmann (1997) does not get beyond these axioms, and Hansson (1999,
sect. 2.16) acquicsces in a weak axiomatization, which, however, he 1s able to show
to be complete relative to the weak semantics he proposes. As far as I know, the
problem became neglected afterwards. The goal of the paper is to present a com-
plete and satisfactory solution. |

As obscrved by Hansson (1999, sect. 3.17) there is the parallel problem of multi-
ple revision by aset {Ay, ..., A,} of beliefs. In package revision, you are asked to
accept all of the new beliefs 4, ..., Apn. This is obviously the same as accepting
their conjunction, and thus the case reduces to single AGM revision. In choice revi-
sion, you are requested to accept at least one of those beliefs, and again there is no
obvious answer. (Note that you may accept their disjunction without accepting any
of the disjuncts; so accepting their disjunction is no way to meet to request.) The
problem is as difficult as that of package contraction. I assume it can be solved by

similar means. However, I shall not pursue this case here, since it seems artificial
and without natural applications, unlike the case of package contraction.

The basis of my solution is ranking thcory, as I have developed it in Spohn

(1983, 1988): see also my survey in Spohn (2009). It proposes a general dynamics
of belief which comprises expansions, revisions, and contractions as special cases,
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which 1s iterable, and which hence solves the problem of iterated belief revision
and f.::ontractéon. Hild and Spohn (2008) show which set of laws of iterated contrac-
tion IS entailed by ranking theory and proves its completeness. Ranking theory also
provides a plausible model of multiple contraction, as 1 hope to show below; the
!behavior of multiple contraction entailed by it will turn out to be quite simple.jThe
Issue 1s much less involved than the problem of iteration.

Th§ plan of the paper is straightforward. In Section 24.2 I shall explain the prob-
lem of package contraction in formal detail. Section 24.3 will introduce the ranking

thegretic material as far as needed. Section 24.4, finally, will present the ran king the-
oretic account of package contraction.

24.2 The Problem of Multiple Contraction

Let me ﬁrgt recall the AGM account of contraction, in an equivalent form. The stan-
dard way 18 to represent beliefs, or rather their contents, by sentences, presumably
because one wanted to do logic. However, the formalism is much simpler when

beli;fs are represented by propositions; one need not worry then about logically
equivalent sentences. This is the way I always preferred.

Hence, Iet1 W be a non-empty set of possibilities or possible worlds, and A4 be
an algebra of subsets of W. The members of A are propositions. For the sake of

simplicity, I shall assume A to be finite; but nothing depends on this. The first notion
we need is that of a belief sct;

I?efinition 1. K is a belief ser iff K is a proper filter in A, ie., iff, given the
finiteness of A4, there is a proposition C(K) # @, the core of XK. such that
K={A4 € A|C(K)CTA!.

By a*ssuming C (}C‘) to be non-empty, I exclude inconsistent belief sets right away.
Deductive closure of belief sets is built into definition 1 and into the propositional
approach.

In this approach the AGM theory of contraction looks thus:

Definition 2. -+ is a single contraction for the belief set X iff ~ is a function from

,; A~ {W} into the set of belief sets such that:

(a) )'C - ACK LInclusion’
(b) ifA¢ K, thenK -4 =K [Vacuity
(¢) A & K+ A [Success]
d)ifBeK,thend - BekK +~ 4 [Recovery]

(where 4 — B = A U B is the sct-theoretic

analogue to material implication)
(e) K ~ANK <+ BC K= fA ﬂ B) [Intersection]
() TAEK-(ANB), then K+(ANB) C K= A [Conjunction]

These are the set-theoretic translations of the AGM contraction postulates. The clo-
sure postulate is part of my characterization of the range of -+, and the extensionality
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postulate is implicit in the propositional approach. The n_ecessa{‘y prapes.ltmn W
cannot be given up and is hence excluded .fr.(}m the domain of --; one meg}l;lt cler—
tainly acknowledge more necessary propositions, as AGCM actu?.lly do. A "a% SO
assume the contraction function to work for all belief sets; here, 1t suffices to define
| ' elief set K. | | |
' 0;1:))’ rf;gcigil: e;ett;led. Now, let B be any set of non—*necessary propositions 1n
A - {W3}, and let K =+ [B] denote multiple contraction in the package sense. T}hcc
intended meaning is clear; all the propositions in B, 1nspfar they are beltev_ed in X,
have to be given up. How and according to which rulés is package contraction to be
carried out? Is it definable in terms of single contractions?

In order to develop a sense for the difficulty of the probi*em, lﬁet us look at the
simplest genuine case where B = {A, B}, i:e., at the contraction K+ [A, ?]Aof tho
propositions A and B from K. It may obviously not be explained as K + ﬂh :
To contract by the conjunction guarantees only that at least one u:af the conjuncts has
to go; but the other may be retained, and then the package red.uctmn'would be unsuc-
cessful. Success, i.c. (K + [B]) N B = @, is, no doubt, a basic requu:emem. In ot_her
words: it would be wrong to equate package contraction w:ith choice contraction.
They agree only in the degenerate casc of contraction b?f a singleton. |

Nor may package contraction K =+ [4, B] be exp.lalned as K + ('A J B). This
would guarantee success; if the disjunction has to give way, the dxs;ungs have to
do so. too. However, the proposal is clearly too strong. f)ne may well give up both
disjuncts while retaining the disjunction; 1n any case, this §h0u¥d not be exgluded.

‘Package contraction must also be distinguished from iterated contraction. The
easiest way to see this is that iterated contractions need not commute; we may have
(K + A)+ B # (K + B) + A. When one¢ asks in such a case wn'h which of the
two terms K = [A, B] should be identified, the obvious answer 1§: with none. There

is no such asymmetry in the idea of package contraction. B |
Hansson (1993) gives a nice example in which commutativity of iterated con-

tractions intuitively fails.

In the ongoing conflict between India and Pakistan, troops have been sent to the border
from both sides. A friend has told me that an agreement has bv?en reached betwgen the
two countrics to withdraw the troops. I believe in this. T also believe that each of the two
governments will withdraw its troops i{ there is such an ‘agrﬂement, but for SOme reason
mv belief in the compliance of the Pakistan government 1s stronger than my belief in the

comphiance of the Indian government.

Let s denote that there is an agreement to withdraw troops on both sides, p that ti_ae Pa!ustan
government is going to withdraw its troops and g that the Indian governinent 18 gomng (o
E " - . . .

withdraw its troops. Then (the relevant part of) my belief base is {s.5s = p.s = g}.

Case 1. The morning news on the radio contains one single sentence on the conflict: “the
Indian Prime Minister has told journalists that India has not yet 'dﬁi:ldﬁ‘;d whether or not
to withdraw its troops from the Pakistan border.” When contracting ¢ i ha}fc to ch;o;e
hetween retaining s and s —> ¢. Since my belief in the latter 1s weaker, 1 let it go, and {he

resulting belief base is {s.s — p}. |
The evening news also contains one single sentence on the conflict, namely: “The Pakistan

government has officially denied that any decision has been taken on the pG‘SSfblﬁt with-
drawal of Pakistan troops from the Indian border.” I now have to contract p. This involves a
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choice between retaining s and retaining s —> p. Because of my strong belief in the latter,
I keep it, and the resulting belief base is {s — p}.

Case 2. The contents of the morning and evening news are interchanged.

In the morning, when contracting p from the original belief base {s.s — p,5 — ¢}, I
retain s — p rather than s, because of the strength of my belief in the former. The resulting

belief base is {s — p,s — ¢}. The contraction by ¢ that takes place in the evening leaves
this set unchanged. (Hansson 1993, p 648)

Fuhrmann and Hansson (1994) discuss a final option, namely that K+[4, B] = K+
AN K <+ B. Then, even though package contraction is not an ordinary contraction,
it might be explained in the latter terms and thus could be reduced away as an
independent phenomenon. However, they are not happy with that option, either,
because they believe to see its incompatibility with the approach they chose instead
(ct. Fuhrmann and Hansson (1994), p 62). I believe they were mistaken, as we shall
soon sce. On the other hand, it is intuitively not fully perspicuous that this should
be the right explanation. So, one must look for another approach, anyway.

The only approach left for Fuhrmann and Hansson (1994) is the axiomatic one: if
we cannot define package contraction, we can at least try to characterize it. And so
they start appropriately generalizing the AGM postulates. This works convincingly
for Incluston, Vacuity, Success, and Recovery, and they even produce representation
results for their generalization (see their theorem 9 on p 59). However, they are not
sure what to do with Intersection and Conjunction; Sven Ove Hansson told me that
he no longer believes in the proposals made there on p 56.

Instead, in Hansson (1999, sect. 2.16) he offers a different axiomatic character-
ization in the AGM style. That is, he generalizes the notion of a selection function
so basic to the AGM approach to the notion of what he calls a package selection
function and then proposes to define package contraction as a partial meet package
contraction relative to such a package selection function. The relevant axiomatiza-
tion contains adaptations of Inclusion, Vacuity, and Success and a strengthening of
Recovery called P-relevance; it does not contain, however, anything corresponding

to Intersection and Conjunction that are so important to single contractions. Since,
no progress seems to have made on this point.

24.3 Required Basics of Ranking Theory

I believe that ranking theory can help here and provide a plausible account of mul-

tiple contraction in the package sense. In order to present it, I have to develop the
relevant portion of ranking theory. The basic notion is this:

Definition 3. « is a ranking function for A iff « is a function from A into N/ =
N U {oo} such that

(a) k(W) = 0 and k(&) = oo

(b) k(AU B) = min {k(A4),k(B)} [the law of disjunction].
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Ranks are to be understood as degrees of disbelief. k(A) = 0 says that A 1s
not disbelieved; k(A4) > 0 says that A is disbelieved (to some degree); hence

<(A) > 0 expresses belief in A. (a) and (b) entail
(¢) eitherk(A) = 0or k(A) = 0 or both

Of course, both may be 0, in which case « is neutral or unopinionated aboul A.
The law of negation and the law disjunction ensure that { Alk(A4) > 0} is indeed a
consistent and deductively closed belief set. Let us denote this belicf set by K.(x).
A main reason for giving the basic role to disbelief rather than belief is the fol-
lowing definition of conditional ranks (that would be less perspicuous in terms of

degrees of belief):

[the law of negation].

Definition 4. If k(A4) < 20, the rank of B € A given or conditional on A 1s defined
as k(B|A) = k(A N B) —k(A).

Equivalently, we have
(d) k(AN B) = k(A) +«(B|A)

that says that your degree of disbelicf in A-and-B is given by your degree of dis-
belief in 4 plus the additional degree of disbelief in B given A. This is intuitively

most plausible.
The dynamics of subjcctive probabilities is stated in various conditionalization

rules in terms of conditional probabilities. Likewise, the definition of conditional
ranks helps us stating a dynamics of belief and disbelief. The idea 1s not simply that
by learning A you move to the ranks given A. This would assume that you learn A
with maximal certainty that can never be undone. The idea is rather that you learn
A with some. but not necessarily maximal firmness, as Jeffrey conditionalization
(Jeffrey 1965, ch. 11) proposes in the probabilistic case. If, following Jeftrey, we
assue, moreover, that by learning A your conditional ranks given 4 and given A
do not change, we are ablc to state our first rule of belief change:

[the law of conjunction]

Definition 5. Let k{A4) < oo and n € N'. Then, the A,n-conditionalization x 4, of
the ranking function k is defincd by k4,,(B) = min{k(B|A4), n + kK(B|A)}.

It is easily checked that this preserves conditional ranks given A and given A
and that k4 ,(A4) = 0 and x4, 2(A) = n so that A is believed with {irmness n n
K4n. It is also clear that only k4, has these two properties. So, the 1dea 1s that,
rationally, your posterior belief statc is always some A, n-conditionalization of your
prior belief state. Note that this form of conditionalization can be arbitrarily iterated.

Thus ranking theory has no problem with iterated beliet change.

We shall need a slight generalization of definition 5. Jeffrey has already envisaged
the possibility that experience or learning induces you to have changed probabilities
for several propositions. We can copy this in ranking theory. Let £ be any (expe-

riential) subalgebra of .4, and let A be any ranking function for & cxpressing your

experientially acquired degrees of disbelief for £. Then we have:

Definition 6. The &£.A-conditionalization kg3 of k is defined by kg (B) =
min {k(B|4) + A(A)|A is an atom of &},

Al s S e TR e e A
; 'i-};}i}f; R e )

s b e e e s L L T
e iﬂij it G e

i
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(Here, the atoms of £ are the logically strongest, i.e., smallest consistent
propositions in &; they partition £.) This entails that Kea(A) = AA4) for all
A € £ and, again, that all conditional ranks given any atom of £ are preserved; they
do not change just by learning news about &.

All these definitions are intuitively motivated and well entrenched in ranking
theory, a point that can be hardly conveyed in such a brief sketch. For details, I refer

L :
SRR
A RN R T
DT e T L R R R R

s

the interested reader to the survey in Spohn (2009).

A,n-conditionalization generalizes expansion, revision, and contraction. If you
are initially unopinionated about A4, i.e., k(A4) = k(A) = 0, then for any n > 0 the
A,n-conditionalization of k obviously amounts to an expansion of your initial belief
set K.(k) by A4 (and indeed for any n > 0 to the same expansion). If you initially
disbelieve A, i.e., k(A) > 0, then for any n > 0 the A,n-conditionalization of k
amounts to a revision of K(x) by A (and again for any n > 0 to the same revision).
The A,0-conditionalization of your initial k makes you unopinionated about 4. If

you imtially believe A, this change is a contraction by A; if you initially believe A,
it is a contraction by A. Thus, we may define:

Definition 7. If k(A4) < oo, then the contraction x - 4 of x by A is given by k.. 4 =

K, if K(A) = 0,and K+ 4 = K49, If F((A) > (). =+ 18 a ranking contraction tor K iff
for some ranking function k K = K(x) and K -+ A = K(k:py)forall 4 € 4—{W}.

As observed in Spohn (1988, footnote 20), expanslion, revision, and contraction
thus cxplained in a ranking theoretic way satisly exactly the AGM postulates. In
particular, <~ is a single contraction according to definition 2 if and only if it 1s a
ranking contraction. Since I am fond of ranking theory, this is my main reason for
accepting all the AGM postulates.

Conditionalization indeed generalizes these forms of belief change in sev-
eral ways. One aspect is that the three forms do not exhaust all ways of
A, n-conditionalization; for instance, A may be initially believed and thus the belief
in it only be strengthened or weakened by learning. The other aspect is iteration.
definition 7 can obviously be iterated and thus provide a model of iterated contrac-
tion. Hild and Spohn (2008) give a complete set of postulates governing iterated

contraction thus construed. So, let us see how these ideas may help with our present
problem of multiple contraction.

24.4 A Ranking Theoretic Account of Multiple Contraction

We start with a ranking function k for .4 and aset B € A of propositions, and we ask
how to change k and its associated belief set X (k) so that none of the propositions
In 5 1s still believed in k. It is clcar that we may restrict attention to 8/ = B N

K(x), the propositions in B believed in k, since contraction is vacuous for the other
propositions in 5. Section 24.2 has shown, moreover, that we may have to deal with
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logical combinations of propositions in _B" . Let us focus hence Gy.the algepéa g’:
of propositions generated by B’. There is no reason why propositions outside
should become relevant. | | ,-

Now we should proceed as follows. We should’ start \Jii'lth contracting DB ,
the strongest proposition in B* believed; it must be given up in any case. This is the
same as choice contraction by B’, and we have noted that it removes at least some
beliefs in BB’. If we are lucky, it even removes all beliefs in B’: then we are done with
the package reduction. This would be exceptional, though. I\Tormally, we shall _ha-ve
moved from the prior belief set X(k) = Ko to a smaller belief set Kll‘ C K¢ which
still believes some propositions in B’. So, in a second step, we a%am‘ prﬂcged as
cautiously as possible and contract the strongest prmPostlon in B* still believed,
i.e., ({4 € B*|A € K1}. Possibly, package contraction 1S now completed. It not,
we have arrived at a belief set K, € K that still holds on to some other beliefs
‘0 1’. Then we add a third step, and so on until all beliefs in B’ are deleted. This
procedure must stop after finitely many steps. | | -

The conception behind this procedure is the same as 1n ord.inm c‘omraf.,m})nuo
a single proposition: change as little as possible till the contraction 18 successtul,
where minimal change translates here into giving up the weakest beliefs, the nega-
tions of which receive the lowest positive ranks.

[ et us cast this into formal definition: Let {Eg, .... Ek} be the set of atoms
of B*. Let Eo = [\ B'. So, k(Ep) = 0 and K(E;) > Ofori = 1, k.‘Hez.]ce,
the first contraction informally described above 1s an Lo, 0-conditionahzation.
Thereby, some further atoms receive rank 0, say £ and E», so tha}a EsU---U Eg
‘o otill disbelieved. The second contraction outlined above then 1s an E{ U E,,
0-conditionalization. And so on. Let R = {k(E)|E is an atom of BT} be the set
of ranks occupied by the atoms of B*. Let m = min{n € R|UJ {EtE.lS an atom of
B* and k(E) > n} C A for all A € B'}. If we set only all atoms E with K(E) <m
t0 0, contraction of the whole of B’ is not yet completed; if we set all atoms £ with
<(E) < m to 0, contraction of B’ is successful, and ifﬂ we set more atoms t'o 0, we
have contracted more than necessary. So, m is the margin where our confractmn DIO-
cedure stops. Hence, define the ranking function Aon B*by ME) = (l if k(£ )' < m
and ME) = «(E) —m if k(E) > m (and A(A) for non-atoms A {‘JfB_ according to
the law of disjunction). My proposal for explicating package contraction thus results
in the following

Definition 8. Let k. B. B*, and A be as just explained. Then, the package con-
traction kg of k by B 1s the B* . A-conditionalization of K. f{md the package
contraction K.() = [B] of the belief set K(x) of k by B is the belief set of K(i.(g))-

In this way, package confraction turns out as a speciz’{.l #case of gen{?ralized condi-
tionalization specified in definition 6. Note that my intuitive explanation of p:ackage
contraction was in terms of successive contractions; but in order tq E:iescrflbt:'lhe
result in one step we requirc the expressive power of generalized conditionalization.
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Itcasily checked that this model of package contraction satisfies all the postulates
endorsed by Fuhrmann and Hansson (1994, pp 51-54). If we accept the explication,

we can immediately complete their theory of package contraction. First, it is obvious
from the construction above that:

(1) it B C C, then K(x) — [C] € K(x) = [B].
A fortiori, we have
(2) K(k) = [B]NK() + [C] € K(x) + [BNC],

which translates into the ranking framework what Fuhrmann and Hansson (1994,

p 30) propose as generalization of Intersection. Moreover, it is obvious from our
construction that;

(3) ifforall B € B B ¢ K(x) + [C], then K(x) <+ [C] C K(x) + [BUC(].

It by contracting C the whole of B is contracted as well, our iterative procedure for

contracting B C must stop at the same point as that for contracting C. (3) is what
Fuhrmann and Hansson (1994, p 56) offer as generalization of Conjunction. Thus,

their tentative proposals are in fact confirmed by our model.
Indeed, the most illuminating result concerning our explication is:

(4) (k) — [A;,...,An] = K(k) = A N---NK(K) = A,.

Proof. (1) entails that K(x) = [Ay, ..., Ay] € K(k) = A; fori = 1, ..., n.
This proves one direction. Reversely, assume that K(k) =+ A7 N« N K{k) +
A1 C K(K) - [Al ?A;‘%;]. It Aj ¢ }C(K) - [A1,... ,Aj_*]], then }C(I{) a
A1, ..., 4)] = K(x) + [4,...., A;—1] and there is nothing more to show. If
Ai € K(k) ~ [AL,..., A;_1], then sc_.g._[f;iw_mm}](/i}) > (), and hence C(K(k) =
A1, ... A4 = CKK) + [A1,...,Adim1) U {w € A;lx(w) < k(W) for all
we A} = CK() + [A1. ..., Ai1]) U C(K(k) + A;). Thus, K(k) = A; M-
Kik) + A; € K(k) + [A41...., 4;]. This inductively proves the reverse direction.

I take this to be a desirable theorem. It might have been difficult to motivate
it as a definition of package contraction; but if it is a consequence of a plausible
explication, this establishes mutual support for the explication and the theorem. In
some scnsc, the theorem may also be disappointing. It says that package contrac-
tion 1s reducible to ordinary single contraction, after all, and is not an independent
gencral 1ssue.

I am not sure whether I am thereby contradicting Fuhrmann and Hansson (1994).
They have doubts about (1) (see there p 62) and hence about the ensuing assertions.
However, the doubts are raiscd only on their weaker axiomatic basis intended to
leave room for denying (1)—(4). Hansson (1999) no longer comments on the prop-
erties (1)—-(4). Thus, the only disagreement we may have is that I cannot share the
doubts about (1), find my explication in definition & utterly plausible, and do not see
any need, hence, to retreat (0 a weaker axiomatic characterization.
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Chapter 25

Statistical Inference Without Frequentist
Justifications

Jan Sprenger

25.1 Frequentist Statistics and Frequentist Justifications

In modern science, inductive inference often amounts to statistical inference.
Statistical techniques have steadily conquered terrain over the last decades and
extended their scope of application to more and more disciplines. Explanations
and predictions, in high-level as well as in low-level sciences, are nowadays fueled
by statistical models. However, this development did not occur because scientists
believe the underlying systems to be irreducibly stochastic. This might sometimes
be the case, but certainly not in general. Rather, even traditionally “‘determinis-
tic” sciences (such as several branches of physics, psychology and economics) use
statistics to model noise and imperfect measurement and to express therr uncertainty
about the nature of the data-generating process. A wide spectrum of techniques can
be used to draw valid conclusions from data: Hypothesis tests help scientists to
see which of two competing hypotheses is better supported. Confidence intervals
narrow down the set of values of an unknown model parameter which is compatible
with the observations. And so on.

The classical methodology to answering these questions is frequentist inference
(ct. Cox 2006). For reasons that will soon become obvious, I believe the term “fre-
quentism” to be a misnomer. Rather, as pointed out by Mayo (1996), that school of
statistical inference is characterized by a focus on the probability of makin g an error
in the inference to a certain hypothesis or in setting up a confidence interval — hence,
the name error statistics. A statistical procedure is good if and only if the two prob-
abilities of committing an error — accepting a hypothesis when it is false, rejecting
it when it is true — are low. For instance, assume that you want to test whether in a
culture of 10,000 cells, less than 3% have been infected with a certain virus. That is

- your working hypothesis. To perform the test, you draw a sample of 100 cells. Then

you formulate a decision rule whether or not to accept that hypothesis, dependent on
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